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Education and Professional Experience

Oct. 2018 : Tenured Senior Researcher for the CNRS (Directeur de Recherche) at Laboratoire
d’Informatique de Grenoble

Jan. 2016 : Leader of the POLARIS research team

Nov. 2015 : Habilitation à diriger des recherches, Université Grenoble Alpes
Thesis: Scheduling for Large Scale Distributed Computing Systems: Approaches and Performance
Evaluation Issues.

Oct. 2004-. . . : Tenured Researcher for the CNRS (Chargé de Recherche) at Laboratoire d’Informatique
de Grenoble (formerly known as “Informatique et Distribution” laboratory).

2003-2004: Post-Doctoral Research Associate, École Normale Supérieure de Lyon (France).

2000-Dec. 2003: Ph.D. Computer Science, École Normale Supérieure de Lyon. Laboratoire de
l’Informatique du Parallélisme.
Thesis: Heterogeneous parallel algorithms and scheduling : static and dynamic approaches
Advisors: Prof. Olivier BEAUMONT and Prof. Yves ROBERT.

1999-2000; Diplôme d’études approfondies (DEA/M.Sc.) in Fondamental Computer Science
(Operating Systems, Networks and Parallel Algorithms section), École Normale Supérieure de
Lyon, France.
Thesis: Parallel linear algebra kernels: heterogeneous and non-dedicated environments.
Advisors: Prof. Olivier BEAUMONT and Prof. Yves ROBERT.

June-July 1999: Two month internship at University of California, San Diego (USA).
Thesis: Scheduling Heuristics for Parameter-Sweep Applications on a Grid computing Platform.
Advisors: Prof. Fran BERMAN and Prof. Henri CASANOVA.

1997-2000 Magistère d’Informatique et de Modélisation (B.Sc. in Computer Science and Mod-
eling); École Normale Supérieure de Lyon, France.

Research Activities

My research takes place in the context of large scale distributed computing infrastructures such
as supercomputers/clusters, computing/data grids, volunteer computing platforms, clouds,. . .
when used for scientific computing. Such platforms are heterogeneous, dynamic, rely on a
complex network infrastructures, are strongly constrained by technology evolution, and are
shared by several users. Such complexity raises many technical challenges but also hides very
fundamental problems in terms of both exploitation and performance evaluation.
My research activity in the last five years has been organized around the following main three
axis:

1. Going beyond classical simulations with SimGrid

2. Multi-scale analysis and visualization of traces of very large computing systems

3. Improving experimental research methodology in computer science : Open Science &
Reproducible Research

I will not detail the motivation and the articulation between these different research directions
but rather organize my latest contributions along them and underline with which PhD students
these contributions have been done.
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Last, a fourth "historical" line of research is related to the optimization (load-balancing, schedul-
ing, etc.) in such infrastructures has been revived by the recent developments in online, rein-
forcement and statistical learning. I have a few publications in this direction, which I will briefly
describe in the last paragraph.

Going beyond classical simulations with SimGrid

In practice the scalability of algorithms is often evaluated through very basic models that leave
out most of the complexity of real implementations. Most HPC simulators rely on very unre-
alistic assumptions and models that prevent any hope to faithfully predict the performance of
the complex dynamic applications that are now commonly encountered in large HPC infras-
tructures. SimGrid is a generic toolkit that provides core functionalities for the simulation of
distributed applications in heterogeneous distributed environments. It has been been used at
CERN for capacity planning and optimization of file replication strategies, in the biomed orga-
nization of the EGI grid to optimize task scheduling and checkpointing, in Japan (NII) to design
HPC optical networks, by Brazilian researchers to improve map-reduce scheduling strategies,
etc. Most of my work related to SimGrid over the last five years has been to study how to
predict the performance of HPC applications, in particular of MPI applications, MPI being the
communication standard for HPC applications.

• SMPI builds upon SimGrid to allow seamless simulation of arbitrary MPI applications,
which allows to capture the full complexity of real HPC applications. There are several
ways to achieve such emulation and we have presented an in-depth presentation of SMPI
and of the trade-offs between the different approaches in cite:degomme:hal-01415484.

• Our constant efforts have allowed SMPI to reach a maturity and a stability allowing to use
it for teaching purposes cite:casanova:hal-01891513. In this context, only simple applica-
tions (written by students) are simulated but the simulation capability allows the students
to better understand at very low experimental cost the influence of bandwidth, latency or
of various algorithmic optimizations.

• We have shown that SMPI could be used to faithfully predict the performance of complex
applications such as HPL cite:cornebize:hal-02096571 or Ondes3D cite:kellertesser:hal-
01567792,kellertesser:hal-01891416, a geophysics application developed at the Bureau de
Recherche Géologique et Minière. Both applications are particularly challenging: HPL im-
plements most parallel algorithm tricks (pipelining, ad hoc collective communication al-
gorithms, look-ahead) found in parallel applications while Ondes3D suffers from non-
trivial spatial and temporal load-imbalance that can only be mitigated through smart
load-balancing strategies. In every setup, we managed to predict the performance within
a few percents, which allows us to conduct most performance related studies fully through
simulation. These two studies have been done with two of my PhD students, Rafael Keller
Tesser and Tom Cornebize.

• While improving the application support side and studying how we could improve the
quality of computation and communication time prediction, we have also added support
in SimGrid for other kind of aspects, namely the energy consumption cite:heinrich:hal-
01523608 and the performance of I/O operations cite:lebre:hal-01197128. Regarding en-
ergy consumption, we have proved that a careful calibration of platforms allowed us to
predict within a few percents the total energy consumption of a few MPI applications.
This work on energy modeling and optimization has mostly been done with my PhD
student Christian Heinrich.

• Finally, if MPI is the standard library for parallel applications, it does not offer any support
to handle GPU and does not allow to efficiently exploit multi-core architectures. This is
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why many task-based programming libraries have been proposed in the last decade and
in particular StarPU, which is developed at LaBRI and is among the most efficient HPC
runtime. Predicting the performance of applications using StarPU is potentially both (1)
easy as computations and communications are well identified through the task semantic
and (2) very complex as every scheduling decision is taken dynamically, which results in
fully non-deterministic execution paths. Thanks to a tight coupling between StarPU and
SimGrid, we have been able to prove that we could systematically and faithfully predict
the performance of dense and sparse cite:agullo:hal-02073725 linear algebra operations
running on hybrid (CPU+GPU) nodes. This work has mostly been done with my PhD
student Luka Stanisic.

All the previous results are quite unique as none of the other available MPI simulators pretends
to accurately predict execution time. The few who published validation results either consider
simple computation-bound applications (, which is thus almost trivial) or report predictions
that are ±30% away from actual measurements. Having an accurate estimation of execution
time is yet essential to procure HPC infrastructures and to allow users to evaluate how much
resources they should ask for.
Even though this research direction is far from being terminated (obtaining accurate predic-
tions still requires an important expertise of both SimGrid and the application to evaluate), all
these studies brought me to the conclusion that the main challenge does not reside in the mod-
eling part but more in the measurement and model calibration part. An other challenge when
validating models and comparing real executions with simulation is related to the difficulty
of identifying where the difference comes from and when two executions can be considered
to be sufficiently close to each others. These two challenges naturally lead me to consider the
following two research directions.

Multi-scale analysis and visualization of traces of very large computing systems

When studying the validity of simulations, we regularly had to compare application traces
obtained through simulation with those obtained through real experiments. Regardless of
whether the total duration of the execution was similar or not, identifying the most impor-
tant differences always proved very difficult. One of the main difficulty comes from the fact
that such traces comprise an inordinate amount of information, which is both very structured
by the application and stochastic. It quickly becomes necessary to conduct multi-scale analysis
and aggregation, which requires to put back the a priori knowledge of the analyst in the visu-
alization Although the structure of MPI applications is relatively easy to exploit, the structure
of StarPU applications or of dynamically load-balanced MPI applications (e.g., the aforemen-
tioned Ondes3D application) is very challenging to exploit.
With colleagues from Brazil, Bordeaux and my PhD student Vinicius Garcia Pinto, we have
proposed visualization workflows that build on modern statistics and visualization tools and
that can easily be extended cite:garciapinto:hal-01616632. This work is done in collaboration
with application/runtime/tracing developers and not only simplified our simulation valida-
tion studies but also allowed us to identify several non-trivial performance issues in StarPU
applications.

Improving experimental research methodology in computer science: Open Sci-
ence & Reproducible Research

This theme comprises two main directions:

1. Promoting better research practices: I have co-authored a book on reproducible research cite:desquilbet:hal-
02144142, which explains the main origins of lack of reproducibility and how to address
some of these issues. This book targets a general audience of scientists and aims at guiding
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the readers through the different concepts and technologies to consider. Another practice,
which can be deleterious is related to the authorship and how to credit contributors in
articles and software. I have thus co-authored an article with best practices and recom-
mendations when attributing and referencing research software cite:alliez:hal-02135891.

In the last five years, I have been particularly involved in promoting Reproducible Research,
better experimental practices and scientific methodology through numerous tutorials and
keynotes in conferences and summer schools. To facilitate the dissemination of ideas, I
have also organized several webinars (all the slides and links to the videos are available
on github1) on reproducible research. I have conducted this promotion of laboratory note-
books and reproducible research along with the development of lightweight provenance
tracking techniques suited to the distributed and parallel computing community.

2. Developing better research practices: unlike biology or particle physics, experiments in
computer science are often considered as cheap. There is thus a lack of experimental cul-
ture in computer science whereas I believe computer scientists should build on standard
methodological approaches and make them more robust through computer technology.
I have therefore particularly explored the notions of laboratory notebooks and of repro-
ducible computational documents to obtain an effective methodology which allows us
to efficiently track on a daily basis experimental conditions, provenance, and computa-
tional methods. This work is mainly the result of the PhD thesis of Luka Stanisic and I
have applied such methodology with all my other master and PhD students ever since,
which allows me to publish along every article a computational document with all the
data, meta-data and information to reproduce every single figure. This practice is also
heavily advertised in my lectures on Scientific Methodology and in the Reproducible Research
MOOC.

Once information is tracked and made available in an efficient and rigorous way, it is
essential to control experiments and plan which ones are worth being conducted. This re-
quires building on solid Design of Experiments for experimental computer science, which
I have started exposing in cite:stanisic:hal-01470399 and cite:bruel:hal-02110868 in the con-
text of the PhD thesis of Pedro Bruel even if it is also particularly present in the thesis of
Tom Cornebize.

Optimization and online learning in large infrastructures

Finally, even though in the last five years I have mostly focused on the performance evaluation
domain, I have also restarted working on the performance optimization part. This regain of in-
terest is motivated by the recent development in my team of online learning techniques. The work
of my PhD student Bruno Luis de Moura Donassolo on workload consolidation in Fog/IoT in-
frastructures cite:donassolo:hal-01859695 is a first step in evaluating how online learning tech-
niques (bandits, reinforcement learning, etc.) fare in a distributed multi-agent setup where feed-
back is not only very noisy but also delayed and quite unreliable. Such strategies are indeed
supposed to be inherently robust and comparing them with strategies which rely on combina-
torial optimization but require faithful information is thus particularly interesting. An other
line of work related to online learning has been conducted with my PhD student Salah Zrigui
in a batch scheduling context. Indeed, since several scheduling strategies are known to be more
or less efficient depending on the workload, it is tempting to dynamically select which one (or
which mixture) to use based on the past performance. In cite:legrand:hal-02044903, we showed
that although major performance improvements could be obtained through "overtraining" if
workload was unveiled beforehand, in an online context only very limited gain can be obtained
because the workload evolves too quickly to efficiently track the optimal configuration.

1https://github.com/alegrand/RR_webinars/blob/master/README.org
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Administrative and Collective Responsibilities

Items in bold are ongoing responsibilities.

• Since 2021, I a member of the section 6 of the CoNRS and I participate in all hiring
committees for section 6 researchers.

• Since 2016, I am the leader of the Inria POLARIS team, which comprises 4 Inria re-
searchers, 3 CNRS researchers, 4 UGA assistant professors, and 10-15 PhD students. This
incurs monthly meetings with both the LIG and the Inria, monthly meetings with the
team, yearly interviews of the permanent researchers, and all the management burden of
the team related to budget, funding, offices, relational aspects, etc.

• In the last ten years, I have been particularly involved in promoting Reproducible Re-
search, better experimental practices and scientific methodology through numerous tu-
torials and keynotes in conferences and summer schools. To facilitate the dissemination
of ideas, I have also organized several webinars (all the slides and links to the videos are
available on github2) on reproducible research, and I have even co-written a short book
on this topic (https://rr-france.github.io/bookrr/). I have conducted this promotion of lab-
oratory notebooks and reproducible research along with the development of lightweight
provenance tracking techniques suited to the distributed and parallel computing com-
munity. This culminated with the design of a MOOC on Reproducible Research with Kon-
rad Hinsen (CNRS/Centre de Biophysique Moléculaire) and Christophe Pouzat (CNRS/
Mathématiques Appliquées à Paris 5) with the support of the Inria Learninglab. This
MOOC is hosted on the FUN platform and targets graduate students, PhD students, post-
doc, engineers and researchers working in any scientific domain relying on computations.
In this MOOC, some modern and reliable tools are presented: GitLab for version control
and collaborative working, Computational notebooks (Jupyter, RStudio, and Org-Mode)
for efficiently combining the computation, presentation, and analysis of data. More than
3,400 people have registered to the first edition in oct–dec 2018 and about 2,000 people
have registered to the second edition april-june 2019. The third edition is opened until
March 2023 and has already attracted more than 15,000 people.

In my application domain, computer science shares many features with experimental sci-
ences like physics or biology and I believe, although we can inspire from other domains,
that specific approaches also have to be invented. This is why I have recently been pro-
posed to coordinate the new "Reproducible Experiments" action of the GD RSD.

Recently, I am also involved in the setting up of a National Reproducibility Network and
I have co-organized a trans-discplinary workshop on this topic (http://www.recherche-reproductible.
fr/news/2023/03/15/RR-days-summary.html).

• Responsable d’axe "Distributed Systems, Parallel Computing and Networking" of
the LIG (2020-. . . )

• Membre du comité scientifique du centre Inria Grenoble (2021-. . . )

• Coordinator of the "Reproducible Research" challenge (1 out of 22) of the 2018-2022 Inria
Strategic Plan (2017).

• Leader of the Inria Project Laboratory HAC SPECIS (2016-2020)

• Coordination of the evaluation of the Parallel and Distributed Computing theme (9 re-
search teams) at Inria (2016).

2https://github.com/alegrand/RR_webinars/blob/master/README.org
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• Chargé de Mission by the CNRS of the "Distributed Systems, Parallel Computing and Net-
working" theme of the LIG (supervision of 2nd year PhD students, scientific animation)
(2012-2015)

• Adjunct responsible of the Parallel, Distributed and Embedded Systems option of the
Master Of Science in Informatics at Grenoble (2011-2016)

• Member of the CUMI (commission des moyens informatiques) of the LIG (2006-2013)

• Member of the webmasters working group for the LIG laboratory (2007-2013)

• Responsible of the seminars in the ID/LIG laboratory for the MESCAL/MOAIS/NANOSIM
teams (2005 - 2015)

Scientific Evaluation Responsibilities

I participated several times to the evaluation of projects for the ANR or for the CAPES/COFECUB.
I used to regularly do numerous reviews (around 25 to 35 reviews a year) for various journals
(JPDC, ParCo, TPDS, JoGC, Cluster Computing) and conferences (IPDPS, CCGrid, Grid, Eu-
ropar, BDA, ISPA, ICCS, HiPC, . . . ) but over the last years, I tend to decline more and more
as I lack time to do this work seriously.
I served in the program committee of the following conferences:

• 2022: Europar

• 2020: PRECS, Europar

• 2019: ISC

• 2018: SBAC-PAD (head of the performance evaluation track), SuperComputing, Res-
cueHPC

• 2017: CCgrid, Cluster, PPAM

• 2016: HIPC, EuroPar (head of the performance evaluation track), ICPP, COMPAS

• 2015: HIPC, COMPAS, PPAM

• 2014: ICPP, HIPC, COMPAS

• 2013: ICPP, IPDPS, PPAM, COMPAS

• 2012: IPDPS, Renpar

• 2011: CCgrid

• 2010: PCGrid

• 2009: HPDC, Renpar, PCGrid (Workshop on Desktop Grids and Volunteer Computing
Systems)

• 2008: Grid, IPDPS, Renpar, PCGrid

• 2004: Grid

I also organized the following workshops:

• 2014-2017: International Workshop on Reproducibility in Parallel Computing (RepPar) in
conjunction with Euro-Par

• 2007: Workshop on Programming Models for Grid Computing, held in conjonction with
CCGrid’07 (7th IEEE International Symposium on Cluster Computing and the Grid)
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Thesis Committees

I have been member of the jury for the following PhD thesis.

• Julien Emmanuel (président): Doctorat de l’Université de Lyon, Mar. 2023. Un simulateur
pour le calcul haute performance : modélisation multi-niveau de l’interconnect BXI pour prédire
les performances d’applications MPI.

• Mathieu Vérité (examinateur): Doctorat de l’Université de Bordeaux, Dec. 2022. Algo-
rithmes d’allocation statique pour la planification d’applications haute performance.

• Philippe Swartvagher (rapporteur): Doctorat de l’Université de Bordeaux, Nov. 2022.
Algorithmes d’allocation statique pour la planification d’applications haute performance.

• Alexis Colin (examinateur): Doctorat de l’Institut Polytechnique de Paris, Nov. 2022. De
la collecte de trace à la prédiction du comportement d’applications parallèles.

• Yiqin Gao (rapporteur): Doctorat de l’Université de Lyon opéré par l’École Normale
Supérieure de Lyon. Oct. 2021. Scheduling independent tasks under budget and time con-
straints.

• Arthur Chevalier (rapporteur): Doctorat de l’Université de Lyon opéré par l’École Nor-
male Supérieure de Lyon. Nov. 2020. Optimisation du placement des licences logicielles dans
le Cloud pour un déploiement économique et efficient.

• Mohamad El Sayah (Rapporteur): Doctorat de l’Université Bourgogne Franche-Comté.
Nov. 2019. Random Generation for the Performance Evaluation of Scheduling Algorithms.

• Louis Poirel (Président): Doctorat de l’Université de Bordeaux. Dec. 2018. Méthodes de
décomposition de domaine algébriques pour solveurs hybrides (direct/iteratif).

• Nicolas Denoyelle (Président): Doctorat de l’Université de Bordeaux. Nov. 2018. De la
localité logicielle à la localité matérielle sur les architectures à mémoire partagée, hétérogène et
non-uniforme.

• Marcos Tulio Amarís González: Doctorat de l’Université de Sao Paulo. Oct. 2018. Perfor-
mance prediction of application executed on GPUs using a simple analytical model and machine
learning techniques.

• Valentin Reis (Président): Doctorat informatique de l’Université de Grenoble. Sep. 2018.
Learning to control large-scale parallel platforms.

• Marcos Amaris Gonzales: PhD in Computer Science from University of São Paulo. June
2018. Performance Prediction of Applications Executed on GPUs using a Simple Analytical Model
and Machine Learning Techniques

• Tien-Dat Phan (Rapporteur): Doctorat informatique de l’École Normale Supérieure de
Rennes. Nov. 2017. Energy-efficient Straggler Mitigation for Big Data Applications on the
Clouds.

• Rafife Nheili: Doctorat informatique de l’Université de Perpignan Via Domitia. Dec. 2016.
How to improve the numerical reproducibility of hydrodynamics simulations: analysis and solu-
tions for one open-source HPC software

• Harald Servat, Doctorat informatique de l’Universitat Politècnica de Catalunya, Apr. 2015.
Towards instantaneous performance analysis using coarse-grain sampled and instrumented
data.
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• Sorina Camarasu Pop, Doctorat informatique de l’INSA Lyon, novembre 2013. Exploita-
tion d’infrastructures hétérogènes de calcul distribué pour la simulation Monte-Carlo dans le do-
maine médical.

• Javier Celaya, Doctorat informatique de l’Université de Zaragoza, Dec. 2013. STaRS: A
Scalable Task Routing Approach to Distributed Scheduling.

• Matthieu Pérotin, Doctorat informatique de l’Université François Rabelais, Tours, Dec.
2008. Calcul haute performance sur matériel générique.

• Maxime Martinasso, Doctorat informatique système et communication, Université Joseph
Fourrier, Grenoble (LIG), 2007. Analyse et modélisation des communications concurrentes dans
les réseaux haute-performance.

• Feryal Moulai, Doctorat informatique système et communication, Laboratoire d’Informa-
tique de Grenoble (LIG), 2007. Nouvelles approches pour l’ordonnancement d’applications par-
allèles sous contraintes de déploiement d’environnements sur grappes.

Hiring Committees (for Professor and Assistant Professor positions)

• 2022: Réhaussement PU Bordeaux.

• 2021: PU ENS Rennes 0043.

• 2012: Mcf ENSEIRB 0136, Bordeaux University.

• 2010: Chaire CNRS/G-SCOP 1163, Grenoble University.

Since 2021, I a member of the section 6 of the CoNRS and I participate in all hiring committees
for section 6 researchers.

Research Supervision

PhD. Students

• Luc Angelelli (2021-. . . ): Batch Scheduling in power capped systems (co-advised with
Pierre-François Dutot).

• Lucas Leandro Nesi (co-tutelle with UFRGS 2020-. . . ): Online Learning Strategies for Dis-
tributing Task-Based Applications on Heterogeneous Platforms (co-advised with Lucas
Mello Schnorr, funded by the Brazilian Government).

• Pedro Bruel (co-tutelle with USP 2017-2021): Design of experiments and autotuning of
HPC computation kernels (co-advised with Alfredo Goldman and Brice Videau, funded
by the Brazilian Government). Current situation: Research Scientist at HPE Labs (Perfor-
mance Modeling and Optimization), in San José, California, US.

• Tom Cornebize (2017-2021): High Performance Computing: Towards Better Performance
Predictions and Experiments (funded by the French Ministery for Research). Current sit-
uation: Research Engineer at Intel Research Labs, Paris, France Criteo, Grenoble, France.

• Salah Zrigui (MENRT 2018-2021): Understand and improving HPC systems performance
through machine learning and statistical analysis (co-advised with Denis Trystram). Cur-
rent situation: Postdoctoral Researcher at IRIT, Toulouse.
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• Bruno Luis de Moura Donassolo (CIFRE Orange 2017-2020): Decentralized management
of applications in Fog computing environments (co-advised with Panayotis Mertikopou-
los and Ilhem Fajari, funded by Orange). Current situation: Senior Software Engineer,
Bloomberg, London, UK.

• Christian Heinrich (2015-2019): Modeling of performance and energy consumption of
HPC systems (funded by Inria). Senior Associate Data Science at Horn & Company Data
Analytics GmbH

• Vinicius Garcia Pinto (co-tutelle with UFRGS 2013-2018): Performance analysis and visu-
alization of dynamic task-based applications (co-advised with Lucas Schnorr and Nicolas
Maillard, funded by the Brazilian government). Current situation: Adjunct Professor Pro-
fessor at Federal University of Rio Grande (FURG), RS, Brazil.

• Rafael Tesser (co-tutelle with UFRGS 2013-2018): Simulation and performance evaluation
of dynamical load balancing of an over-decomposed Geophysics application (co-advised
with Lucas Schnorr and Philippe Navaux, funded by the Brazilian government). Current
situation: Post-Doctoral Fellow @ Unicamp, Institute of Computing, SP, Brasil.

• Luka Stanisic (2012-2015): Performance evaluation, modeling and simulation of HPC
systems; Experimental methodology and reproducible research (co-advised with Jean-
François Méhaut, funded by the French Ministery for Research). Current position: Postdoctoral
Researcher in HPC at Max Planck Institute. Principal Architect @ HiSilicon Turing Depart-
ment at Huawei, Munich, Germany Munich, Bavaria, Germany · On-site

• Rémi Bertin (2007-2009): Collaboration Mechanisms in Peer-to-Peer and Collaborative
Computing Systems (co-advised with Corinne Touati, funded by ANR DOCCA). Did not
defend the PhD. Current position: R&D Engineer at Allegro DVT Ateme.

• Pedro Velho (2006-2011): Modeling and Simulation of Large Scale Distributed Platforms
(co-advised with Jean-François Méhaut, funded by a Brazilian grant). Current position:
Lead Software Engineer at Ryax Technologies.

PostDoc, Engineers

• Bruno Luis de Moura Donassolo (Eng. 2020-2021): Experiment engines for the SILECS
platform.

• Lucas Schnorr (Invited Professor 2016-2017): Tracing, observation and visualization of
large scale distributed systems. Current position: Professor at UFRGS, Brazil.

• Augustin Degomme (Eng. 2012-2015): Simulation/performance prediction of MPI appli-
cations. Current position: Research Engineer at Basel University, Switzerland. Current
Position: Senior Software Architect, SiPearl, Grenoble.

• Sascha Hunold (Post-doc 2011-2012): Design of Experiments, Reproducible Research,
Fair Scheduling of Bag-of-Tasks Applications Using Distributed Lagrangian Optimiza-
tion. Current position: Professor at TU Vienna, Austria.

• Lucas Schnorr (Post-doc 2009-2012): Tracing, observation and visualization of large scale
distributed systems. Current position: Professor at UFRGS, Brazil.

• Pierre Navarro (Eng. 2010-2012): Improvement of the SimGrid Framework (scalability,
robustness, new features, . . . )

• Lionel Eyraud (Post-doc 2007): Automatically Building Sound Network Representations.
Current position: Inria researcher.
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Software Development

SimGrid

SimGrid is a toolkit that provides core functionalities for the simulation of distributed applica-
tions in heterogeneous distributed environments. SimGrid is a 19 years-old free software project
whose specific goal is to facilitate research in the area of distributed and parallel application
scheduling on distributed computing platforms ranging from simple network of workstations
to Computational Grids. It is is highly scalable and can simulate hundreds of thousands up to
millions of nodes on a single machine while using realistic network models, whose soundness
was assessed through thorough (in)validation studies. SimGrid can also be used as an MPI
Simulator to realistically simulate unmodified MPI programs. I am one of the main architects
(together with Henri Casanova, Martin Quinson, and Frédéric Suter) of this project. The Sim-
Grid project is open-source and hosted on Framagit3, the INRIA gitlab 4, and on github5.
My most notable scientific contributions in this software are related to the efficient implemen-
tation and to the assessment of the validity of fluid network and CPU models. I have used this
software for my own research on scheduling in grid/volunteer computing and I am particu-
larly active in making it evolve so that it can be used to predict the performance of complex
HPC applications.
SimGrid is recognized in the HPC community as one of the most prominent simulation envi-
ronments as shown by its large community of users and the number of publications that use
it: in the past ten years, SimGrid has been the basis of at least 590 articles. Besides, the
main four articles on SimGrid have been cited more than 2,130 times according to Google
Scholar. There has been about 220 members in the simgrid-user mailing list although we
have now moved to an instant messaging interaction mode (through framateam6.
Among other success stories, SimGrid has been used at CERN for capacity planning and op-
timization of file replication strategies, in the biomed organization of the EGI grid to optimize
task scheduling and checkpointing, by colleagues from Inria Bordeaux to perform daily non
regression testing of their software, in Japan (NII) to design HPC optical networks, by Brazilian
researchers to improve map-reduce scheduling strategies, etc. Although no public informa-
tion about it is available, I know SimGrid is also currently used in the industry by ATOS
and Intel research labs. The work of the last three PhD thesis I have advised on SimGrid
for HPC (Luka Stanisic, Tom Cornebize, Lucas Leandro Nesi) have all attracted a lot of at-
tention and been reused in these two companies (i.e., some engineers and interns have
actually rerun our code and used it internally for performance evaluation and capacity
planning purposes).

The core of SimGrid represents 90,000 single lines of code (in C and C++) and more than 100,000
single lines of codes for examples and regression tests. Here is a rough evaluation of SimGrid’s
maturity following CNRS/Inria standards:

• Audience: Wide audience, large user’s community (5/5)

• Originality: Original software implementing a fair number of original ideas (4/4)

• Maturity: Major software project, strong software engineering (4/5)

• Evolution and Maintenance: Well-defined and implemented plans for future maintenance and
evolution (4/4)

• Software distribution and licensing: External packaging and distribution, as part of a popular
open source distribution (5/5)

3https://framagit.org/simgrid/simgrid/
4https://gitlab.inria.fr/simgrid/simgrid
5https://github.com/simgrid/simgrid
6https://framateam.org/simgrid/
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Although I was the main developper in 2002-2009, I have become now the fifth contributor in
terms of lines of code as I have gradually handed over development to the community, focusing
on experimental validation, on coordination of scientific developments and on potential tech-
nological transfer. Here is a rough evaluation of my own contribution to SimGrid following
CNRS/Inria standards:

• Design and Architecture: A main contributor (4/4)

• Coding and Debugging: A regular contributor (3/4)

• Maintenance and Support: An occasional contributor (2/4).

• Team/Project Management: A main contributor (4/4)

Publications

My publication strategy depends on the domain and whether PhD students and postdocs are
involved or not. I particularly value high quality (e.g., JPDC, TPDS, CCPE) journal publications
as it allows to publish results with deeper content and better interactions with reviewers. A
few recent journals have a B ranking as it was the best way to target a particular audience (e.g.,
through a special issue on reproducible research for Operating Systems Review from ACM
SIGOPS) or reviewers with a particular expertise (e.g., for ACM TOMACS). Regarding con-
ferences, I mostly target rank A conferences (e.g., CCgrid, Cluster, Euro-Par) but also a few
specialized workshops (e.g., PMBS or VPA at the SuperComputing conference, or LSAP) that
allow a fast and efficient dissemination of ideas toward a particular audience.
Since it may be difficult to know the different venue in computer science, I indicate between
parenthesis the ERA7 and (old) QUALIS8 (for conferences) ranking.
Regarding authorship, the author order depends on when and with who the article was written.
When contributions are fairly shared, we favor alphabetical order. When the article involves
PhD students or postdoc who need to build a reputation, I generally insist on having their
name to appear first and my name rather to appear in the end as a supervisor.
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7http://www.core.edu.au/conference-portal
8http://www.conferenceranks.com/
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