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Context

Some applications demand high computational power

Large-Scale Distributed Computing systems

Key Features: very large scale, complex network, heterogeneity, . . .

LSDC systems are complex systems that deserve scientific study
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Context

LSDC as a computer science research field

I Understand the performance of LSDC systems
(focus on time: response time, throughput, . . . )

I Need to try and compare several alternatives
I Need to reproduce the results of others to improve

Conducting experiments on real systems is hard

I Reproducibility (systems shared with others, access to the systems
of others, open source, . . . )

I Time consuming (tedious, requires full-fledged implementation,
waste resources, . . . )

I Availability (limited access to production platforms, systems may
not even exist yet,. . . )

LSDC research often resorts to simulation

Pedro Velho INRIA-MESCAL Fast and Accurate Simulations of LSDC Systems Context 3 / 26



Context

LSDC as a computer science research field

I Understand the performance of LSDC systems
(focus on time: response time, throughput, . . . )

I Need to try and compare several alternatives
I Need to reproduce the results of others to improve

Conducting experiments on real systems is hard

I Reproducibility (systems shared with others, access to the systems
of others, open source, . . . )

I Time consuming (tedious, requires full-fledged implementation,
waste resources, . . . )

I Availability (limited access to production platforms, systems may
not even exist yet,. . . )

LSDC research often resorts to simulation

Pedro Velho INRIA-MESCAL Fast and Accurate Simulations of LSDC Systems Context 3 / 26



Context

LSDC as a computer science research field

I Understand the performance of LSDC systems
(focus on time: response time, throughput, . . . )

I Need to try and compare several alternatives
I Need to reproduce the results of others to improve

Conducting experiments on real systems is hard

I Reproducibility (systems shared with others, access to the systems
of others, open source, . . . )

I Time consuming (tedious, requires full-fledged implementation,
waste resources, . . . )

I Availability (limited access to production platforms, systems may
not even exist yet,. . . )

LSDC research often resorts to simulation

Pedro Velho INRIA-MESCAL Fast and Accurate Simulations of LSDC Systems Context 3 / 26



Context

Simulation enables to address the previous issues

I Reproducible (deterministic execution of a sequential program)
I Complete control over the simulation process, which enables accu-

rate comparison of alternatives
I Enables what-if analysis
I Fast results save hours (months?) of computation and labor

But what is simulation ?

I Simulation = implementation of a model in a computer program
I Model = approximation of the behavior of a system

Simple models are generally fast but do they provide sound results ?

Simulation being an approximation, its accuracy has to be verified
against real systems at hand

Pedro Velho INRIA-MESCAL Fast and Accurate Simulations of LSDC Systems Context 4 / 26



Context

Simulation enables to address the previous issues

I Reproducible (deterministic execution of a sequential program)
I Complete control over the simulation process, which enables accu-

rate comparison of alternatives
I Enables what-if analysis
I Fast results save hours (months?) of computation and labor

But what is simulation ?

I Simulation = implementation of a model in a computer program
I Model = approximation of the behavior of a system

Simple models are generally fast but do they provide sound results ?

Simulation being an approximation, its accuracy has to be verified
against real systems at hand

Pedro Velho INRIA-MESCAL Fast and Accurate Simulations of LSDC Systems Context 4 / 26



Context

Simulation enables to address the previous issues

I Reproducible (deterministic execution of a sequential program)
I Complete control over the simulation process, which enables accu-

rate comparison of alternatives
I Enables what-if analysis
I Fast results save hours (months?) of computation and labor

But what is simulation ?

I Simulation = implementation of a model in a computer program
I Model = approximation of the behavior of a system

Simple models are generally fast but do they provide sound results ?

Simulation being an approximation, its accuracy has to be verified
against real systems at hand

Pedro Velho INRIA-MESCAL Fast and Accurate Simulations of LSDC Systems Context 4 / 26



Context

This thesis focus on fast and accurate simulations for LSDC

I Is it possible to find a decent tradeoff between efficiency and accuracy?

I What is the validity range of simple (hence fast) models?

These questions have been addressed through the following steps

I Propose a scientific methodology that relies on systematic observa-
tion, analysis and hypothesis testing

I Apply this methodology to the conception and validation of fluid net-
work models

I Integrate the result of this research into the open source SimGrid
simulation framework
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Outline

1 Methodology and Related Work

2 Design and Accuracy Evaluation of Fluid Network Models
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Network Simulation

Network research rely on simulation since a long time

I Standards and open-source popular projects (NS2, GTNetS, SSFNet, NS3)

; validity enforced through wide usage and reproduction by others

I Simulate the entire protocol stack (each packet is a simulation
event)
; accuracy obtained through a very precise modeling

; very slow, serious scalability issues for LSDC

LSDC requires simplified models: two main approaches

Delay-based

(P2P, LogP, . . . ) (fast but limited validity)

Contention-based

I Naive packet-level (slow and inaccurate)
I Fluid (fast but accurate ?)

Fluid models are promising but their accuracy need to be assessed.

How is validation handled in the literature ?
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Validation Quality in Related Work

No validation Chicsim, P2PSim,
PeerSim, . . .

Unrealistic models or incorrect
implementation

I GridSim

I OptorSim and GroudSim

“Validated”

• Shallow description, unavailable
or broken code:

I Dimemas (1992 project open-

sourced very recently)

I PMAC convolver, PSins
(last version revealed to work only

with specific version of MPI),
. . .

• Optimistic validation
LogPSim, Bigsim

Ip
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Naive packet level

Ip

pi,j

MTU

S

l1

l3

l2

Such naive models completely for-
get about the whole software and
network stack.

SimGrid relied on a similar model
until 2002.
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Incorrect implementation

Ip

Flow 2

link 2

link 4

Flow 1

link 3link 1

link 0

UNWANTED FEATURES - not really

errors but we’d rather they

weren’t there

[..]

2. All network connections use

the same fraction of bandwidth

no matter what the bottleneck

is
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Common practice in the field

Ip

Most people build their own “ad-hoc”
solutions. Naicken, Stephen et Al., To-
wards Yet Another Peer-to-Peer Simu-
lator, HET-NETs’06 :

From 141 P2P sim.papers, 30% use
a custom tool, 50% don’t report used
tool.
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Validation Quality in Related Work
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“Magical” formulas and parameters

Ip

“Convolutions can be arbitrarily com-
plex depending upon how many fea-
tures of the application and the ma-
chine are being accounted for.”

When the code is not available, it is
not even possible to check what the
authors had in mind.
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Validation Quality in Related Work
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Avoid difficult situations

Ip

“Our simulator ignores congestion in
the network and assumes full effective
bisection bandwidth.”

Although more evolved models (mod-
eling contention) have been imple-
mented, there is no publication on it
yet and according to the author, it does
not seem to improve much accuracy.
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Methodology

1 Validation is a cyclic process

2 Experiments should be designed to objectively prove or disprove an
hypothesis

3 Rejected hypothesis provide generally much more insight than ac-
cepted ones
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How to perform validation experiments ?

We need to compare the outcome of our simple models for a wide variety
of configurations.

How can we compare to such configurations ?

Real system hard to instantiate + time consuming, reproducibility, . . .

Emulation

just as biased as an invalidated simulation (especially in such a
context)

Packet-level simulator tested for year in the network community and highly
configurable

For those reasons we used GTNetS (a network simulator, that had been
integrated to SimGrid for this purpose) as a comparison point.

In the following, we try to devise a good model for predicting communica-
tion times on an heterogeneous network using TCP Reno.
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Outline

1 Methodology and Related Work

2 Design and Accuracy Evaluation of Fluid Network Models
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Basics of fluid modeling

Basic model for a single link and a single message
(physical bandwidth = B, physical latency = L, size = S)

T =
S

B
+ L

Such naive model ignores the protocol overhead and peculiarities

Bandwidth sharing Share bandwidth every time a new flow appears or
disappears

• Setting a set of flows F and a set of links L
• Constraints For all link j:

∑
if flow i uses link j

ρi 6 Cj

• Objective function

I Max-Min max(min(ρi))

(TCP?)

I Using a “microscopic” analysis,
Low proved
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Basic model for a single link and a single message
(physical bandwidth = B, physical latency = L, size = S)

T =
S

B
+ L

Such naive model ignores the protocol overhead and peculiarities

Bandwidth sharing Share bandwidth every time a new flow appears or
disappears

• Setting a set of flows F and a set of links L
• Constraints For all link j:

∑
if flow i uses link j

ρi 6 Cj

• Objective function

I Max-Min max(min(ρi)) (TCP?)
I Using a “microscopic” analysis,

Low proved Reno ∼ max(
∑

(log(ρi)))
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Such naive model ignores the protocol overhead and peculiarities

Bandwidth sharing Share bandwidth every time a new flow appears or
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• Setting a set of flows F and a set of links L
• Constraints For all link j:

∑
if flow i uses link j

ρi 6 Cj

• Objective function

I Max-Min max(min(ρi)) (TCP?)
I Using a “microscopic” analysis,

Low proved Vegas ∼ max(
∑

(arctan(ρi)))
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Single link, single flow

Hypothesis: for large messages, the time is linear with respect
to message size

I Bandwidth fixed to low value, 56Kbps, size and latency varied
I Measure the time obtained with GTNetS

Naive model T = S
B + L

T = Time, S = Size, B = Bandwidth, L = Latency
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Single link, single flow

Hypothesis: effective bandwidth depends only on link physical
bandwidth

I Throughput = S/T is a good approximation of effective band-
width when S is large

I Fixed message size to 10 MB, bandwidth and latency varied
I Measure the time obtained with GTNetS
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Single link, single flow

Hypothesis: effective bandwidth depends only on link physical
bandwidth

I Throughput = S/T is a good approximation of effective band-
width when S is large

I Fixed message size to 10 MB, bandwidth and latency varied
I Measure the time obtained with GTNetS

Less Naive model T = S
min(B, W

RTT )
+ L

W = Maximum TCP Window, RTT = Round Trip Time
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Single link, single flow

Hypothesis: effective bandwidth does not depend on message size

Naive model
S

T
=

S
S
B + L

Model does not hold.
Especially for small messages

I A linear approximation still leads to good results

I T =
S

min(β.B, W
2.RTT )

+ α.L
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Dumbbell topology, two flows

Hypothesis: Bottleneck links are proportionally shared with respect
to flow RTT

RTTA.ρA = RTTB .ρB where RTTi ≈
∑

flow i uses link j

(Lj) (naive model)

I Longer flows (higher latency) will receive slightly less bandwidth
I However, bandwidth also matters

I Simple fix: RTTi ≈
∑

flow i uses link j

(
M

Bj
+ Lj

)
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Random

Hypothesis: our new model is valid for a wide range of settings
I Compare bandwidth sharing for several scenarios

I 24 random generated platforms
I 35 to 200 nodes
I Two random topology models: Waxman and Tiers random
I Heterogeneous or either homogeneous bandwidth

I 10 deployments with 100 concurrent flows for each platform

I Ensure that we have contention and that flows are not limited
by latency
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Single link, cross-traffic

What is the bandwidth share of such a situation ?

I Ack packets get compressed by data packets (which are bigger)

I The download can transmit only half of the time

I Resulting bandwidth of each flow ≈ C
2

ServerClientClient Sending Queue Server Sending Queue

headhead
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Accounting for cross-traffic is easy with Max-Min

I In the original problem Max-Min give the “wrong” answer
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Error and limitations of fluid models

Hypothesis: our new Max-Min model improves validity
I Compare bandwidth sharing for several scenarios

I 24 random generated platforms
I 35 to 200 nodes
I Two random topology models: Waxman and Tiers random
I Heterogeneous or either homogeneous bandwidth

I 10 deployments with 100 concurrent flows for each platform
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The cross-trafic modification improves prediction for many flows
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This flow stalls for a long period!
Modeling this with fluid models seems unfeasible

The cross-trafic modification improves prediction for many flows
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Cross-traffic aware Max-Min has better accuracy
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Conclusion & Perspectives

We presented a fair accuracy evaluation of fluid network models
I Most studies try to prove validity by showing situations where the

model works
I Models are validated by looking for situations that do not work

Contributions

I Proposed and used a systematic and rigorous methodology for
LSDC model validation:

I Enabled to invalidate very famous TCP models
I So far, Max-Min is the most accurate fluid model for TCP for our

context
I Publicly available and easily reproducible by others

I This kind of models provides a very good tradeoff between speed
and accuracy

I Successfully applied to the Volunteer Computing framework

Perspectives

I Apply this methodology to a HPC framework
I MPI applications
I High Performance Networks (InfiniBand, Myrinet, . . . )
I CPU and memory (multicore, NUMA, . . . )

I GPUs, Power consumption, Exascale ?. . .
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Questions ?
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Does contention really matters?

SMPI w/ contention
SMPI w/o contention
OpenMPI
MPICH2
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Evaluation of MPI scatter with SMPI by Quinson, Clauss, et al.
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What about speed?

I 50 nodes platforms
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Our implementation of Max-Min scales well
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Model performance compared to GTNetS

Fluid model enables higher scalability than packet-level

Pedro Velho INRIA-MESCAL Fast and Accurate Simulations of LSDC Systems Conclusion 26 / 26


	Context
	Methodology and Related Work
	Design and Accuracy Evaluation of Fluid Network Models
	Conclusion

