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I. INTRODUCTION users and the machines, privacy and integrity of the comeauni

For applications like multi-physics simulations or complet'ﬁjr;?e?nd Single Sign On can be automatically provided on the

data analysis, todays needs in computations require tcelgat?'n , . . .
thousands of computers geographically scattered ancoter This method has been practically experienced as it is ctlyren

nected throw the Internet. Also the use of large scale glolﬁﬂe of th_e ppssible _alternat_ive in the settlement of a Takatk

computing platforms — from a grid that couples several eltsst work Wh'_Ch s used in Inuktitut [14].

of computers to peer-to-peer systems — has been experithente'€l this first approach has many drawbacks:

for some compute intensive high-end applications, sucheas initialization and modifications in the users accounts ninest

popular Seti@home [3] or BlueGene [1]. done on each node; o . _
However, extending such global computing platforms to % @dministration work to maintain a running system (for in-

wide class of applications and resources faces severigbtge- Stance to add new users etc...) is time expensive.

curity issues concerning the software architecture thatages

the grid: [9]:

« users and machines have to be authenticated,; Kerberos [18] is an authentication system developed by the

« as regards communications, privacy, integrity and noMIT that used a centralized universally trusted authoréifex

repudiation are still basic requirements; the KDC?. It is based on private key cryptographyKerberos

« component failures and disconnections are frequent everfsares with each entitiesin the network a secret ke, and

the system has to ensure fault-tolerance for the applitatio  the knowledge of this key is assumed as a proof of identity.

« the results computed on remote resources, that may be sictimNotations used in Kerberos are summarized in table.l.

of Trojan horses, have to be certified.

A.2 Kerberos

In this paper, we firstly compare and classifil) the various a Alice
security policies that have been developed for clustergadd, b Bob
from point-to-point security to private key (Kerberos, Igry idy public information that identify:
toknight) and public key (PKI) infrastructures. Couplingvs (ex: name, @IP)
eral clusters requires compliance with the local secuidticies t Time of request
on each local cluster, either by deploying a virtual privag- tend expiration time of the ticket
work (VPN) or based on a PKI infrastructure (Globus [8], Data K, secret key ofs
Grid [4]). In order to resist to attacks by Trojan horses poitit K,., session key betweanandv
results are checked on the replication of computationbeeit K{xz} encryption of textr using keyK
total replication [19] or, more recently, partial replicat [13]. Tyuw Encrypted ticket for to usev
Yet, tackling both security issues in a global architectare Aun  Encrypted Authentificator of u for v

mains an open problem. In section IV, we propose a security
infrastructure that address both problems. Smart cgitis4re
used in order to address authentication issues while ubimg t
system from a non trusted machine.

Il. CLASSIFICATION OF SECURITY TECHNOLOGIES ON THE
GRID
A. Secure architecture for a local cluster

A.1 Point-to-point channel solutions

TABLE |
Notations used in Kerberos

In Kerberos, a client (generally either a user or a service)
may obtain dicketfor a given service from the KDC.

Aticket T¢ 5 is a temporary credential that allowgo safely
check the identity of the owner of the ticket to which it has
been delivered. In practic&. s = s, K {idc,t,tena, K s} It

contains the name of the service (hat ¢ wants to use and a

SSH is often seen as a way to improve security in networlg;e
But how can it be used in a cluster environment?

The idea is there to have either a serssihd and a client
ssh on each nodes of the cluster. To provide Single Sigh O
the filesaut hor i zed_keys must include the public keys for
each users/machines and must be placed on each nodes of the
cluster. Then, thanks to SSH agent, secure authenticatitwe o

t of informations encrypted with the service’s privatg k&,
particularly the identity of: and a session kei(. ;. Since only
s and the KDC share the private kdy,, the ticket is known
tb be authentic.K. ; is securely shared betweerands (c re-
?eived it encrypted with its own private kéy. so that only him

2Key Distribution Center

3but there are possible extensions based on certificate arefdhe on public

Lusers will authenticate - i.e enter their password - onlyecmday typically

key cryptography. See [20]
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Fig. 1. Authentication protocol in Kerberos

can decrypt it). The session key will be used to encrypt &mthA.3 KryptoKnight

communications and fauthenticators KryptoKnight [17] is a Kerberos-like architecture devedop

An authenticatorA.,, is another type of credential used,, |gMm. It is an authentication and key-distribution system

in Kerberos. It is delivered by with T, and A based on MAC Message Authentication Cadk provides four
Eg. (id.,t). Thus,A. , Serves two purposes : security services:

« it proves that knows the shared session k&Y. ; 1. Single Sign On;
« ¢ can then surely provide his identity t9 ands can safely 2. user and mutual authentication:
check it thank to the tickef ;. 3. key distribution;

A brief overview of the Kerberos protocol is exhibited in fig. 4. authentication of origin and content of data. o
More details can be found in [18]. An architecture based dris last service is a first difference with Kerberos. In éddt
Kerberos in a cluster has many advantages: 1. KryptoKnight uses a hash function for authentication and

« Kerberos negotiates secure authentication and optiogally CrYPting tickets.

crypted communications between two nodes; 2. It does not rely on synchronized clocks; it uses nonces for
« no password are transmitted over the network; challenges. _ _ S

« Kerberos provides Single Sign On: KryptoKnight has tickets and authenticators, just like éos.

. authentication is centrally managed; Considerable effort has been spent to minimize the number of
« this is an IETF standard supported by numerous OS. messages, lengths of messages, and amount of encryption.

The details of the KryptoKnight protocol won't be discuss
here (see [17] for further information). Indeed, the Kryp-
« Each credential encloses a time-stamp. Consequentlyy ev@iKnight protocol has many advantages over Kerberos for se-
nodes in the cluster have to be synchronized (for instantt® Weuring a cluster. The main one is that latency on the cluster
NTP* or SNTP). Yet these protocols are often not secure.  network is minimized as the size and the number of tickets are
« The system s centralized. The KDC is then a privileged poifinited. In addition, MAC provides a strong way to check the
for attacks like Denial of Service. It is also a limiting fact integrity of the messages exchanged. The initial size ofithe
for performances as every node has to access it. Yet, there@rprint (64 bits) used in the design of KryptoKnight is pably
possibilities to duplicate the KDC. too short for todays use and should be reconsidered to a large
As regards typical attacks on network architectures, Kexbis Size (for instance, 160 bits as in SHA-1). With this modificaf
still vulnerable to "guessing password” attacks. Replagcks KryptoKnight should be considered as an optimized Kerheros
are limited thanks to the use of time-stamps. Trojan horses $itable for our objective in clusters security.
nodes are still not avoided.

Yet, despite those drawbacks, a Kerberos architecture iéa"él Standard PKI approach
good way to secure a given cluster. But it should not be ex-Except for the SSH approach, architectures like Kerberos or

Yet, there are also various drawbacks [5]:

tended for the case of grids. KryptoKnight are based on private key cryptography. Yet, a
public key approach can still be considered at the clusted le
4Network Time Protocol through Public Key Infrastructure (see [15], chap. 13). Gen

5Simple Network Time Protocol eral principle of PKI won't be discussed here. There are @ fa



Point-to-point Channe|| Secure architecture for a cluster Cluster’s Grid

RSH | SSH Kerberos| KryptoKnight | PKI || VPN | Globus
Scalability [ +++ -- ++ ++ + -- +
Ressources authentication - + + + + + +

Communications
Treatment +++ - + ++ -- ++ -
Integrity - + + ++ ++ - ++
Non-repudiation - - - + + + +
Privacy - + + + + + +
TABLE I

ADVANTAGES AND DRAWBACKS OF SECURITY SOLUTIONS FOR CLUSTERSNS GRIDS.

various standards for PKI, most of them still in evolutiorx- E ing authentication, access control, integrity and nonsdégion,
amples of PKI that are currently normalized by IETF are PKIXGlobus supplies the following functionalities:
(Public Key Infrastructure X.509), SPK(Simple Public Key |, Single Sign On,
Infrastructure) and DNSSEC (Domain Name System Security).Compliance with local security solutions,

Yet, we do not think that PKI approach is suitable at the clus- Protection of credentials,
ter level because it negatively impacts performances. T&e d Uniform credential/certification infrastructure. Thersiard
tribution inherent to PKI infrastructure is not needed fenc used is here X500v3].

tralized architecture like clusters and leads to lots ofaces- Every resources and clients, be they users or other resource
sary communications and overheads. Conversely, this approtrying to access specific resources, has a certificate thsttbeu
is rather interes_t_ing at the g_rid level where it's contribatin signed by a CA in a classical PKI infrastructure way. Single
terms of scalability is essential. sign on is done using delegated certificates generated dlythe
from the users’, or resources’, certificates. The Globusitsa
working on standardizing the use of such delegated cettfica
The previous section expounds different way to secure a clig the Euopean DataGrid project [4] modifications were made
ter. We now consider a set of clusters we wanted to bind t® the Globus runtime in order to better control the perroissi
gether. The main difference between a cluster and a grid cafen to a grid user on a local system. This was done using a dif
cerns resilience and scalability. In addition, the gridusieg ferent mapping than Globus based on ACL (Access Capability

B. Secure architecture for grids

policy must be compatible with local policies. List) with a policy defined by each site.
The protocols implemented in Globus and DataGrid won't be
B.1 VPN approach further explained here. We will indeed detail in the followi

A first naive idea is to bind the different clusters usparagraphagnd security policy.

ing the Virtual Private Network technology. In such ar- . . .
chitecture, a VPN server has to be set at the front—eﬁ’d:g Grid Security Policy
of each cluster. In practice, this architecture is cursentl Following [9], the following security policy is proposed:

experienced through the French GRIDS000 project.  Tuf- A cluster is a trust domain; the grid is then composed of mul
nel are there created through the open source project Ve trust domains.

(http://vtun. sourceforge. net/) which allows 0 5 operations that are confined to a single trust domain dye on
create tunnels optionally encrypted between the gatewagaif subject to local security policy.

clusters. Then each site is an aggregation point for all commy - goth globaft and local entities exist. For each trust domain,
nication flows; this prohibits the use of simultaneous cl#8n here exists a coarse grain mapping from global to locatyenti

routes, to be used in parallel. It also implies an explicit-co 4 - operations between entities located in different chsste-
nection between every site of the grid which clearly imp#uots quire mutual authentication.

scale the grid can grow to. 5. Communications between different clusters can be képt pr

vate.
B.2 Globus 6. An authenticated global entity is assumed to be equivaten
Globus [9] is the reference model in secure grid design. heing locally authenticated as that local entity.
was built from scratch using public cryptography protogils 7. All access control decisions are made locally on the lisis
assumes the availability of a PKI, and with major goals singthe local entity rights.
sign on and control of access to all grid resources based-on 8a Programs or processes are allowed to act on behalf of a user
pabilities. Additionally to standard security functioniud- and benefit from the user’s rights.

Shttp://www.ietf.org/html.charters/pkix-charter.html 8at the grid level
7http://www.ietf.org/html.charters/spki-charter.html 9at the cluster level
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(5) results are given to the user

Fig. 2. Computation Protocol using smart cards

9. Processes that act on behalf of a user within the samesclust at the software levelthanks to access control to data, preser-

may share a single set of credentials. vation of data integrity and secure /0.
) . Secondly, smart card are easy to use and users have a good per-
C. Supposed architecture for the grid ception of smart cards as a private thing such as a key or a pass

Table Il exhibits the advantages and drawbacks of each sturd.
ied solutions. We can now assume the following architedare  The Java Card technology defines a secure platform for smart
the grid: cards, portable and multi-application that incorporateynaf
« At the grid level (inter-cluster relations): Globus, as it is théhe advantages of the Java language. Security is reinforced
reference model [10] and the base of the European projeat Ddhanks to various access control on methods and variables
Grid. (publ i c, prot ect ed andpr i vat e), a strongly-typed lan-
« At the cluster level (intra-cluster relation): an effective andguage, the impossibility to construct pointers and a firewal
adapted architecture, depending on the type of applictitimris Only a subset of the Java language is managed. Memory con-
launched on the cluster. For instance, for fine grain apidica straint$? must be taken into account.
communications are essential and an architecture thailiconc We plan to use Java Cards to stock the private and the public
ates security and limited latency - such as KryptoKnight stmukeys associated to the owner of the card together with aninte
be privileged. Yet, an experimental evaluation is necgssar  face which can launch signed requests on the grid. Therefore
the requests will be authenticated. The computation camwbe d
IIl. NTRODUCTION OF SMART CARDS IN DISTRIBUTED  wjith respect to the user rights, which are managed on thdarid
ARCHITECTURES performance constraints. Results of the computation camtie

We now consider a scenario in which a user has access t&f@cked, signed (and eventually encrypted) with the uskligu
computer connected to the Internet. This machine could ha{® on a storage grid. The interface on the Smart Card can then
been compromised by virus, Trajan horses etc... In adglitid¥f used to retrieve the results, and eventually decrypt.tiégn
the environment set on this computer can be different froen tHre 2 illustrated this protocol.
one required for the user computation. We strongly beliba¢ t Experiments on Java Cards are still in progress. Yet, even
smart cards -and more particularly Java cards- can help 4o ifinthis is an early technology, the fact that it can make tfe i
prove security, and more importantly facility on the gridewéa Of the grid user easier reinforce our belief in its acceptaas
the computations are done. Firstly because basic propatie @ main functionality in future grid environments. We alsarpl

smart cards ensure security: to include this technology in the architecture presenteth@
. atthe physical levelby sophisticated impression techniquegfollowing section. That architecture extends the one erped
« at the hardware levelby: in §ll to deal with tasks forgeries.

— aunique serial number;

the use of PROM memories;
a physical armour plat; The architecture proposed §fi solved the following issues:
abnormal condition sensor (temperature ...); « Single Sign On.

the jamming of the information contained in the smart card;

cryptographic co-processors 101Ko RAM, 16 Ko EEPROM and 24 Ko ROM

IV. RESULT CHECKING IN PEER-TO-PEER COMPUTING



« Authentication of users and nodes.

« Privacy, integrity and non-repudiation of the communizasi

Even on such a secured environment, the outputs of the progra

that is executed on a remote resource can be modified with no

control of the client application. In all this paper, a taslksaid

forged (or faked when its output results are different than the

results it would have delivered if executed on an equivalent

source but under the full control of the client. This may accu

when the remote resource is the victim of a Trojan horse or if

the client software is modified on the remote resource, as-exp

rienced with SETI@Home [16].
Result checking is then a way to detect and eventually cor- ) ) ]

rect faked tasks of the program that is executed on the cluste® {:}'L .'T?ﬁ?ﬁﬁ‘;?ﬂ%ﬁttaég?gmgertaeﬁz ;Stizcéa:gzdr;%tg;f’f’iefg}f'\‘l’vié":zzz

In literature, software certification of results is achigwe two the outputs (i.e the results of the computation) &g, ..., s4}.

ways:

1. The"simple checkers” approach [6] consists in verifying

computed results thanks to a post-condition easy to computedny correct execution of the program (with the same inputs)

This approach is simple and elegant. Though, it is often sapd®n @ remote unsecured worker supplies an execution traatwhi

sible to automatically extract such post-condition on amy-p Summary has to correspond to the certification track.

gram. Furthermore, if a computa.tion is performed on num®rou Therefore, a partial post-condition that can be appliechio a
peers, the detection of a faked final result does not supply aﬂ}ogram is defined. Even if it does not allow to certify the re-

information on the peer(s) responsible for the forgery. — — jiapjlity of the computation, it makes it possible to corttoe
2. To tackle this problem, th&luplication” approach [19] is eneral structure of the executed DAG

based on several executions of each task on various resour €Besides, once this post-condition is verified, the exeautio

Duplicating_ qll jobs wou!d generate an important addmon?rack can be used to certify the set of terminal outgite de-
cost. Tolimitit, C. Germain and N. Playez [12] propose a prOl?ect (and eventually correct) attacks which do not change th

abilistic certification based on a sequential test of Walﬂ],[z structure of the DAG. Many strategies are possible and dre st
only a few randomly chosen tasks are checked. This appro%‘é}cribed in [13]. The following section proposed an agthit

is limited for the case of independent tasks. ture that implements this partial post-condition and aficall
these strategies to be done.

el e2 /e3 \\\\\ terminal subgraph
‘ "\, associated to s3 and «

A. Generic Partial Post-Condition

In [13], S. Jafar & al. extend this approach for the case & Distributed software architecture for certification

tasks with dependencies, thanks to Data-Flow Analysishdih t |n this section, the source code of a program to certify is con
framework, the application is represented by a bipartitedli gjgered. The previous notions are integrated in a softwate-a
acyclic graphG : the first class of vertices is associated to thectyre to provide the certification of this program.
tasks whereas the second one represents the parametees of thigyre 8 gives an overview of the proposed architectures Thi
tasks (either inputs or outputs according to the directibie jnfrastructure can be divided in four modules which are @isso
edge). o . _ ated to the four steps of the certification :

A leaf parameter irt; is called aterminal output Associ- 1 conpi | ati on_Mbdul e : this module receives the initial
ated to a set of terminal outpufs theterminal subgraphs the 54, rce code of the program to certifyr(og. ¢ in figure 4) and

subgrapli's restricted to the ancestors of the verticeSirFig-  rovides three codes that will be used by the other modules :
ure 3 illustrates those notions. Note tli@¢ can be computed

from G in linear timeO(|G|). A complete execution of the pro-
gram supplies then a graghs in which all the parameter values

Source Code
) I

are explicit, as in fig.3. This graph is called teecution track Trsied i Party - \PPAS
Of the program_ (for signature purpose) imfmain()(
. . ) : ) 1

Assuming the existence of at least one trusted machine (also 3
calledoracle), we compute on it a partial data flow graph where
all the parameters values are symbolic, except the inpainpar -
eters Of the progran{élv seey 64} in f|g3) ThIS partial graph iS a Certification Code Verification Code Execution Code
summary of the execution track called testification track . It Certification Track Generation (CthiNQ functions etc...) Executon Track Generatiot

only describes the tasks to be executed and their depergenci
It has been generated on reliable resources (oracles) aifyl ve
the following properties:

task f(...){..}

int main(){
Fork<f>(...);

task f(...){..}

int main(){
) ForkC<f>(...)

void (.. )}{..}
bool Verif_f(...){

}

Proposition 1. « the certification track is a summary of the ex

ecution _traCk; o o ] Fig. 4. TheConpi | at i on_Mbdul e generates three codes that are used by
« a partial execution is sufficient to generate it; the other modules




« Certification Code: the execution of this code provides a Execution Code
partial data-flow graph - i.e. the certification track of théial
programme. This graph requires only a partial executiotef t
source code to be generated. Batch Scheduler
« Execution Code similarly, the execution of this code pro-
vides the execution track of the program which is a represent
tion of the data-flow graph related to the execution of thes®u ~ y —

code. i
« Verification Code this code contains all the checking func- (cammary 1 oo alues)
tions. These functions achieve the atomic re-execution of a J:L J:L J:L J:L

given task and a comparison of the results of this re-exaecuti Compaationgid

to the one extracted from the execution track.

The generation of those codes can be automated thanks_to

Macro-Data-Flow API such as Athapascan [11] which we uieg 6. TheExecuti on_Mbdul e manages the execution on a computational
in our current implementation. grid and provides the execution track to certify.

This module corresponds to an initialization step and hdeto
executed in a secure environment. The different codes it pro
vides have to be signed by a trusted third party for further au
thentication.

) I
_EXEC_prog.c
task f(...){...}
int main(){

Fork<f>(...);
}

Execution Track

Program Certificate

2. PCG.Mbdul e for "Program Certificate Generation Mod-
ule”: this module can be optionally executed to provide a cer
tificate of the program to certify. This certificate can then b
exported for the case of a remote certification of the progrsam

a remote secure oracle. Certification_Module
Safe

Signature Checking/ __ oraclegrid

. Extraction ! !

Certification Code Certificate ' 1
[ — =< > 1

CERT_prog| Certification V«,nflcauon Code
task (. ){ }
int maln

Forkc< >(
PCG _| Nbdul e
Verlflcatlon Code Certificate generatlo

\/ERIF rog.c

d 1)} Trusted thlrd Party

bool Verit_f(..){

<! (for S|gnature purpose)

Execution Track

Partial Post—Condition
Comparison with
Execution track aspect

Certification
Oracle

— Certification Algorithm
— error detection only
— extention with error
correction

Fig. 5. ThePCG.Modul e (Program Certificate Generation Module) creates a
certificate for the program to certify for the case of a remetgification

ata—flow graph

certification result : [ execution refused ] [executi()n accepted ]

As mentioned in figure 5, this certificate is constituted bgr
resentation of the certification track and the verificationle:
This certificate is also signed by a trusted third party fahan- Fig. 7. TheCerti fi cati on_Mbdul e certifies the execution track provided
tication purpose. This step can be skipped if the certificati by_the Execution Module. It d(_ecides whether the computas@ccepted or
module described later uses the same trusted resourceththan rejected due to forgery detection.

compilation module. Otherwise, the certificate can be ebgglor

3. Execut i on_Modul e : this module submits the Execution

Code to the clusters grid it is linked to. The way the tasks apartial post-condition defined i§iV-A. This algorithm is used
scheduled is not detailed here. Examples of batch schechuter to check the set of terminal outputs of the program to certify

be found in [7]. Possible algorithms are described in [13].

As described in figure 6, the computation provides the eiatut This module is connected with a safe grid where oracles cempu
track that will be submitted to the Certification Module. tations can take place. It decides whether the terminalsitp

4. Certification_Mdul e: this module is responsible for certify are correct or not. The partial post-condition dtsethe

the certification itself. Its behavior is detailed in figure 7 aspect of the tracks whereas the certification algorithnelcha
The main inputs for this module are: set of terminal outputs to certify. Both are independent car

« the certification track and the Verification Code (eventuallbe done in parallel.
extracted from the program certificate);
« the execution track provided by the execution module which Figure 8 proposed a global view which exhibits the relations
represents the program to certify; between the modules. In the next section we analyze rolssstne
« the certification algorithm to use after the checking of thef this certification with respect to attacks.
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Fig. 8. Global view of the proposed architecture

C. Robustness to attacks and resilience

Historically, the first infrastructure which highlightedhet

V. CONCLUSION

In this paper we have over-viewed security infrastructures
proposed for clusters and grids. Focusing on their poteunsiax
in the case of a large scale global computing platform, we pro
vide a classification according to the following criteriaakbil-
ity which is the critical point to address; level of autheation;
treatment, integrity, non-repudiation and privacy.

We have exhibited three critical security points to addfess
a global computing platform that consists in a dynamic gfid o
clusters:

» the security of the whole global platform has to be consis-
tently built upon the various local policies on each indiadl
platform;

« authentication of a user should be possible from any machine
even a corrupted one;

« the results delivered by any user application have to bé cert
fied, even if some resources or some application processgs ma
be corrupted.

Based on previous results on result checking and on the-avail
ability of smart cards to enable authentication from any pge
have proposed a global security infrastructure that tadkiese
problems. This architecture assumes the use of identifisten
machines (called oracles) dedicated authentication amifica

tion of results.

Certification of the execution is based on the represemtatio
of the application execution by a data-flow graph that dbssri
both computations to perform and their dependencies. Such a
representation is inspired from fault-tolerance system$et-
erogeneous architectures [13]. We detail the use of this rep
resentation as a certification track; then it can be seenas th

certification issue was the SETI@Home project [3] in 1999 qhing of the execution. Also, this track provides a generi
Whereas the project succeeded beyond the wildest dreanss of §sicondition that can be checked based on partial rejolicat
creators, people who believed the SETI@Home client soéiwa; computation tasks.

too slow decided to provide a patch to makes the client fastef, ihe framework of a cooperation between Univérsi

[16]. The previous architecture would have managed 10 8et¢g embourg and Institut National Polytechnique de Greapbl

the patched clients thanks to the partial post-conditicrtkimg.

a prototype of this global security infrastructure is cathgim-

By using a trusted third party which signs the certificates aplemented on a grid built form clusters in France (Grid’5000
the codes generated by the Compilation Module, this architaational project) and Luxembourg. Target application ines

ture provides solutions for authentication and integritgaking.

medical computations (based on medical images comparison)

Confidentiality can also be set thanks to SSL protocols fer estudied within the Rgion Rtdne-Alpes RAGTIME project [2];
ample. By the way, usurpation threats and snooping attaks this application asks also legislation issues not adddaissthis

be avoided.

Yet, DoS attacks are still dangerous on this architectike (I

many others), more particularly if the safe grid used fordree
cles can be targeted.

It introduces the issue of the resilience in the nodes aviila

ity. Classic solutions implements periodic challengeswih
an adaptive step). Typically, an authentication challewgh

paper.
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