
Towards Soft Real-Time ApplicationsTowards Soft Real-Time Applications
on Enterprise Desktop Gridson Enterprise Desktop Grids

Derrick Kondo, Bruno Kindarji, Gilles Fedak, Franck Cappello

Laboratoire de Recherche en Informatique/INRIA Futurs



Desktop GridsDesktop Grids
 Use free compute, storage and networkUse free compute, storage and network
resources in Internet and Intranet environmentsresources in Internet and Intranet environments

 Why use desktop grids?Why use desktop grids?
 Huge computational power at relatively lowHuge computational power at relatively low
costcost
 BOINC (largest Internet desktop gridBOINC (largest Internet desktop grid
system) currently provides over 400system) currently provides over 400
TeraFlop/sec from 1 million hosts!TeraFlop/sec from 1 million hosts!

 Used by over 40 applications from wide range ofUsed by over 40 applications from wide range of
scientific domainsscientific domains



Motivation and GoalMotivation and Goal

 State of the art: high-throughput, task-State of the art: high-throughput, task-
parallel applicationsparallel applications

 Broaden applicability of desktop gridsBroaden applicability of desktop grids
 Allow soft real-time applications toAllow soft real-time applications to
utilize desktop gridsutilize desktop grids
 Online tomography, sensor networks,Online tomography, sensor networks,
genome sequence assemblygenome sequence assembly



ChallengeChallenge

 VolatilityVolatility
 Resources are shared with user or ownerResources are shared with user or owner

 Keyboard or mouse activityKeyboard or mouse activity
 Other user processesOther user processes
 Causes high rate of nondeterministic failuresCauses high rate of nondeterministic failures

 HeterogeneityHeterogeneity
 CPU, memory sizes, networkCPU, memory sizes, network



ApproachApproach

 Meet soft deadlines for task completionMeet soft deadlines for task completion
via server-side buffering techniquevia server-side buffering technique
 Characterize the factors that effect taskCharacterize the factors that effect task
completioncompletion

 Construct model from characterizationConstruct model from characterization
 Show evidence that supports model viaShow evidence that supports model via
trace-driven simulationtrace-driven simulation



Problem StatementProblem Statement
Cin: period that task batch

is added to buffer
b: buffer size

H: tasks per batch

d: task deadline

d = b*(Cin/H)

Performance metric:
task success rate



AssumptionsAssumptions
 Tasks are independent and compute-Tasks are independent and compute-
intensiveintensive
 Amount of input or output data is smallAmount of input or output data is small

 Cannot cancel tasks once scheduledCannot cancel tasks once scheduled
 Firewalls, NAT's, intermittant networkFirewalls, NAT's, intermittant network
connectivity make this difficultconnectivity make this difficult

 If a task fails, worker notifies schedulerIf a task fails, worker notifies scheduler
as soon as possibleas soon as possible



CharacterizationCharacterization
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Characeterization OfCharaceterization Of
Aggregate Compute PowerAggregate Compute Power

 HH00: Aggregate compute power: Aggregate compute power
follows a normal distributionfollows a normal distribution

 Central Limit Theorem: sum of a set ofCentral Limit Theorem: sum of a set of
variates from any distribution with finitevariates from any distribution with finite
mean and variance tends toward amean and variance tends toward a
normal distributionnormal distribution



Trace DataTrace Data
 San Diego Supercomputer Center (SDSC)San Diego Supercomputer Center (SDSC)

 Submitted compute-intensive application to realSubmitted compute-intensive application to real
desktop grid with 200 hosts over a 1-month perioddesktop grid with 200 hosts over a 1-month period

 Logged number of operations completed per 10Logged number of operations completed per 10
second period to filesecond period to file

 Assembled files to yield availability traceAssembled files to yield availability trace
 UC Berkeley (UCB) [Arpaci95]UC Berkeley (UCB) [Arpaci95]

 Logged keyboard/mouse activity and processes forLogged keyboard/mouse activity and processes for
about 85 hosts over a 2-week periodabout 85 hosts over a 2-week period



Parameter EstimationParameter Estimation

 Measured at thousands ofMeasured at thousands of
different values ofdifferent values of tt withwith δδ=60 sec.=60 sec.

 Maximum likelihood estimation toMaximum likelihood estimation to
determine parameter fitdetermine parameter fit
 SDSC:SDSC: ~~ N (1.4*10N (1.4*1088, 1.56*10, 1.56*1077))
 UCB:UCB: ~~ N (4.8*10N (4.8*1088, 2.6*10, 2.6*1077))



UCB Quantile-Quantile PlotUCB Quantile-Quantile Plot



SDSC Quantile-Quantile PlotSDSC Quantile-Quantile Plot



Kolmogorov-Smirnov Goodness-of-fit TestKolmogorov-Smirnov Goodness-of-fit Test

 Quantitative testQuantitative test
 Intuition: reflects maximum differenceIntuition: reflects maximum difference
between observed and expected cumulativebetween observed and expected cumulative
distribution function (CDF)distribution function (CDF)

 UCB: mean p-value: 0.466UCB: mean p-value: 0.466
 SDSC: mean p-value: 0.448SDSC: mean p-value: 0.448



Characterization of Deadline Failure RatesCharacterization of Deadline Failure Rates

 Determine using randomDetermine using random
incidenceincidence
for
15-minute
tasks
for UCB



Failure Rate as a Function of Buffer SizeFailure Rate as a Function of Buffer Size



Aggregate Compute PowerAggregate Compute Power
as a Function of Buffer Sizeas a Function of Buffer Size



Modelling Task Success RateModelling Task Success Rate



15m-Task Success Rate Versus Buffer Size on UCB15m-Task Success Rate Versus Buffer Size on UCB



Related WorkRelated Work

 CharacterizationCharacterization
 Passive measurement techniques for measuringPassive measurement techniques for measuring
CPU or host availability [Wolski, Dinda]CPU or host availability [Wolski, Dinda]
 Ignore effects of keyboard and mouse activityIgnore effects of keyboard and mouse activity
 Susceptible to OS idiosyncraciesSusceptible to OS idiosyncracies
 Correspond to a different definition ofCorrespond to a different definition of
availabilityavailability

 Soft real-time scheduling in shared, undedicatedSoft real-time scheduling in shared, undedicated
environments [Dinda]environments [Dinda]
 Use different definition of availability (do notUse different definition of availability (do not
consider task failures)consider task failures)



SummarySummary
 Characterized desktop gridsCharacterized desktop grids

 Showed that aggegate compute powerShowed that aggegate compute power
can be modelled as a normal distributioncan be modelled as a normal distribution

 Showed that deadline task failure rate canShowed that deadline task failure rate can
be modelled as a linear functionbe modelled as a linear function

 Created closed-form model of taskCreated closed-form model of task
success rate as a function of buffersuccess rate as a function of buffer
sizesize

 Compared accuracy with simulatedCompared accuracy with simulated
resultsresults



Current and Future WorkCurrent and Future Work
 Characterization of Internet desktop grids:
XtremLab (http://xtremlab.lri.fr)

 Approach
 Create BOINC-based project to gather
availability measurements

 Generative and predictive aggregate
and per host models

 Status
 Running since March, 2006Running since March, 2006
 Over 7,000 participating hostsOver 7,000 participating hosts



Current and Future WorkCurrent and Future Work
ContinuedContinued

 Enable soft real-time applications in BOINC with
emphasis on scheduling

 Approach
 Provide simulation framework by which to test,
evaluate, and compare novel desktop grid
schedulers: SimBOINC
 Based on SimGrid [Legrand]
 Graft BOINC scheduling code
 Will utilize models from XtremLab

 Status: alpha version available
Will be used to test BOINC scheduler itself
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Ensuring Worker Request RatesEnsuring Worker Request Rates
for Soft Real-Time Applicationsfor Soft Real-Time Applications

 Want batch of M tasks to complete with time T
 Each tasks takes Y time units
 Maximum time to send out M tasks isW = T – Y
 Let R be the number of requests that arrive within
periodW

 Find the average host request period zh so that R
≥ M requests arrive in the period of lengthW with
95% probability



15m-Task Success Rate Versus Buffer Size on UCB15m-Task Success Rate Versus Buffer Size on UCB


